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TO THE NEXT 10 YEARS

Parallelism is not decreasing ðquite the opposite

Core counts of CPUs and GPUs

Programming models need to keep up with new Hardware

Data Locality and Asynchronicity

CUDA: New Features and Beyond 

[S41486]
Inside the NVIDIA Hopper Architecture 

[S42663]
Optimizing CUDA Applications for NVIDIA 

Hopper Architecture [S41489]

https://www.nvidia.com/en-us/on-demand/session/gtcspring22-s41486/
https://www.nvidia.com/en-us/on-demand/session/gtcspring22-s42663/
https://www.nvidia.com/en-us/on-demand/session/gtcspring22-s41489/


INTRODUCING HOPPER

Inside the NVIDIA Hopper Architecture [S42663]

H100 Physical Architectural Features

132 Streaming Multiprocessors (SMs)

PCIe Gen5 with PCIe Atomics

HBM3 Memory with 3TB/sec Bandwidth

50MB L2 Cache

4th Generation NVLink @ 900GB/sec total bandwidth

New NVLink Switch system: Up to 256 GPUs, SHARP 
in-network compute

H100 Next -Generation Capabilities

Thread Block Clusters

Distributed Shared Memory

Tensor Memory Accelerator (TMA)

Tensor Core Transformer Engine

Confidential Computing Support

Asynchronous Architecture

https://www.nvidia.com/en-us/on-demand/session/gtcspring22-s42663/


Densest NVIDIA Accelerated Computing System

New NVLinkChip-to-Chip Coherent Interface

900 GB/s

Grace Hopper Superchip

NVIDIA GRACE HOPPER


