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Helmholtz AI
Hub and Spokes

§ Six Centers, six research fields

§ Central Unit HGMU München

§ Each Center:
§ AI Consultants team
§ Young Investigator’s group

§ Yearly project call

§ Goals
§ Foster the usage of AI methods in all 

research fields
§ Democratize access by lowering 

entrance barriers
§ Stimulate creation of a dense network



Helmholtz Data Challenges Initiative
From Jülich Challenges to Helmholtz Challenges

§ Idea: Provide Helmholtz‘ own data challenges platform

§ Challenge formulation following FAIR+ principles

§ Submission evaluation according to scientific standards

§ Platform for hackathons, conferences, …

§ Raise visibility of scientific questions & datasets

https://helmholtz-data-challenges.de

https://helmholtz-data-challenges.de/


H3: Helmholtz Herbst Hackathon
Four days of hacking in Gummersbach (Sep 2021)

§ 45 PhD students from HIDA schools

§ Six Challenges, provided by Jülich Challenges

§ Two keynotes, two poster sessions

§ Compute provided by HAICORE (+ intro course)

§ And finally real people!
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Differentiable Rendering @DLR Solarturm Jülich
Voucher Project

Thousands of heliostats reflect sunlight to 
the solar tower.

Imperfections of the surface create 
non-ideal flux distributions. 

We reconstruct the heliostat 
surface from single images 
and predict intensity profiles 

for unseen sun positions.
Jan Ebert



MLPerf Training HPC
Highly Parallel Training of Neural Networks

§ Active contributions to the MLCommons working group

§ Training on up to 3072 GPUs on JUWELS Booster

§ Based on containerized solution from NVIDIA

§ IO Optimization (HDF5)

§ Hacking around PyTorch problems for 2048+ GPUs 



Large Language Model
Interesting behaviour + a lot to find out



Large Language Models
The power of scale



OpenGPT-X consortium

9

OpenGPT-X Goals
› Create and make available large scale

language models
› Focus on German/European languages
› Provide a scenario for vertical integration with

use cases
§ TopExpert: Usage in insurance sector
§ WDR: Usage for digital assistants for

program

Developing a Gaia-X node for large AI language models and innovative language application
services
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